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ABSTRACT

Pragmatic Deep Learning techniques in recent years have greatly influenced our approaches to data analysis. However, in many real-world problems, even when a large dataset is available, Deep Learning methods have shown less success, for the lack of large labeled dataset, presence of noise, or missing data. In this work, our goal is to track internal ice layers in radar images gathered with various sensors in different years. We will show that transfer learning will not generally work well. However, if the Deep Learning model gets trained on noisy images, there would be a significant improvement. Unlike spatial Transfer Learning, our experiments show that temporal Transfer Learning can provide considerably better results.
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1. INTRODUCTION

Deep learning methods have displayed impressive success in many areas of practical interest such in optical imagery, as classification [1], object recognition [2], counting [3, 4, 5], and semantic segmentation [6, 7]. However, it has been less successful in problems related to non-optical sensors, such as radar imagery, due to coherent noise in the data. The goal of this work is to examine deep neural network for tracking the internal layers of ice.

Surface and bottom tracking in radar images has been extensively studied in several works, [8, 9, 10, 11, 12]. But tracking internal layers is a significantly more difficult task because of the large number of layers in close proximity [13, 14]. MacGregor et al. [13] developed a semi-automated layer tracker for the CReSIS radar depth sounder and applied it to several seasons of data in the first large scale effort to do internal layer tracking. Even using the semi-automated method, the task took several years to complete. Koenig et al. [14] have tracked these interfaces and used the tracked layers to measure annual snow fall over a large area. Since the techniques are not able to detect all internal layers and are not fully automatic, they cannot be easily scaled up to big dataset for routine application.

In the present work, we aim to analyze snow Radar [15] images produced by the Center of Remote Sensing of Ice Sheets for NASA Operation IceBridge. The snow radar is a profiling instrument which produces vertical sounding images of snow layers over ice sheets and ice caps. The radar signal is sensitive to annual density changes that occur due to the seasonal transitions from summer to winter; this density change interface scatters the radar signal which is measured by the radar’s receiver. For training our network we used the output of semi-supervised layer tracking by [14], which were corrected by human.

The best labeled data we have belongs to year 2012. This is also our largest dataset from year 2008 to 2017. We used this dataset for training. It must be noted that the labeled data is produced semi-automatically. Our goal is to develop a deep learning approach that can track ice layer boundaries in the presence of noise and missing information.

2. METHODOLOGY

We denote our training dataset by \(X\). Our dataset consists of pair of vectors \((X, Y)\) where \(X\) is the original image and \(Y\) is the corresponding binary layer data. In a multi-scale learning process, we define an edge detection function at each scale \(s\), and we denote it by \(E_s\). We pull out several side-outputs at different scales in our network. Suppose we denote each output at scale \(s\) by \(O_s(X)\). Then the edge map prediction at scale \(s\) is \(\hat{Y}_s = D_s(O_s(X))\), where \(D_s(\cdot)\) is an upsampling function to re-scale the output to match the size of the layers vector. The final prediction is defined as a linear combination of edge map predictions across all scales. In other words,

\[
\hat{Y} = \sum_{s \in S} w_s \hat{Y}_s, \tag{1}
\]

where \(S\) is the set of all scales. We also define loss functions at all scales, denoted by \(\ell_s\), and one loss function for the final prediction \(\hat{Y}\), denoted by \(\ell_f\). The learning process can be described as
Fig. 1. (a) The original image. (b) The result of training on augmented BSDS500. (c) The result of training from scratch on ICE2012. (d) Human labeled edges.

\[
(\theta, w)^* = \underset{\theta, w}{\text{argmin}} \left( \ell_f + \sum_{s \in S} \ell_s \right)
\]

with \(\theta = (\theta_0, \theta_s)_{s \in S}\), where \(\theta_0\) represents parameters of the network, \(\theta_s\) output parameters at scale \(s\), and \(w = (w_s)_{s \in S}\) the fusion weights.

3. EXPERIMENTAL RESULTS AND EVALUATION

We took two main approaches for the learning method. First we examined transfer learning. We carried out several experiments in transfer learning; the best result came from training the model on an augmented BSDS500 data. In the second approach, we trained the model on our 2012 dataset with a normal distribution initialization. The test results in the second approach was considerably better than the first approach, that is transfer learning. In the training process, we have the learning rate \(10^{-6}\) and the momentum 0.9. We have also used weight decay rate of \(2 \times 10^{-4}\). Fig.1 shows the outputs of both experiments for one test sample.

As discussed in some recent works [16], deep learning models are unstable in the presence of noise. Therefore, one can expect that the first method do poorly in tracking the edges, but, training from scratch provides much better results even with respect to the human labeling (See Table 1).

Our dataset contains data from 2009 to 2017. However, the quality of images in all years are lower comparing to 2012 data; also we have less labeled data in other years. Therefore we were not able to use them in training process. Our 2012 dataset consists of 2360 train and 260 test images. We have used our multi-scale learning approach, described in the methodology section, on 2012 data. In Section sec.method, it was mentioned that the model produces side-outputs in different scales. In our model, there are five side-outputs. Finally, there is the fusion of the side-outputs. Figure 3 provides a sample of all six outputs of one input data. The fusion coefficients are also learned during the training procedure. Each time we apply the model on a test dataset, the model is going to produce five side-outputs and a fusion result.

The test results for year 2012, is provided in Table 1. For other years, we used transfer learning. Here we provide a few examples of our results for different years. Fig. 2(a) for instance is an image taken from our images in 2009. (b) shows

Fig. 2. Left: original images from 2009 (a), 2011(c), and 2016(e). Right: corresponding prediction results.
Fig. 3. From left to right: the original images, side-outputs 1-5, and the fusion of side-outputs.

Table 1. Evaluation results for different time intervals

<table>
<thead>
<tr>
<th></th>
<th>Test on 2011</th>
<th>Test on 2012</th>
<th>Test on 2016</th>
<th>Test all, no 2012</th>
<th>Test all</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ODS</td>
<td>OIS</td>
<td>AP</td>
<td>ODS</td>
<td>OIS</td>
</tr>
<tr>
<td>Side 1</td>
<td>0.164</td>
<td>0.131</td>
<td>0.087</td>
<td>0.320</td>
<td>0.465</td>
</tr>
<tr>
<td>Side 2</td>
<td>0.703</td>
<td>0.565</td>
<td>0.672</td>
<td>0.763</td>
<td>0.779</td>
</tr>
<tr>
<td>Side 3</td>
<td>0.731</td>
<td>0.659</td>
<td>0.680</td>
<td>0.796</td>
<td>0.824</td>
</tr>
<tr>
<td>Side 4</td>
<td>0.595</td>
<td>0.553</td>
<td>0.511</td>
<td>0.732</td>
<td>0.769</td>
</tr>
<tr>
<td>Side 5</td>
<td>0.549</td>
<td>0.566</td>
<td>0.405</td>
<td>0.512</td>
<td>0.572</td>
</tr>
<tr>
<td>Fuse</td>
<td>0.738</td>
<td>0.662</td>
<td>0.733</td>
<td>0.815</td>
<td>0.854</td>
</tr>
</tbody>
</table>

We evaluate the result on datasets of each year. Table 1 contains information for years 2011, 2012, and 2016. The last column in the table shows evaluation results for a test set that contained images from all different years, while the forth column contains the same evaluation metrics without data from 2012. As expected, the best evaluation results pertains to year 2012, then to the test set that contained 2012 data (approximately 10% of the data is from 2012). Table 1 also contains the evaluation metrics for all side-outputs and their fusion. As we should expect, the fusion results are the best results in each column. The Precision-recall curves for fusion results are shown in Fig. 4.

4. CONCLUSIONS

There are two main obstacles in applying deep learning methods on complex data, such as radar data. The first and most important obstacle is the lack of labeled data. In our case, we have a semi-automated system to generate labeled data; however, it can generate a limited amount of labeled data, and will not work well when the image is too noisy. The second obstacle is the high frequency of noise in our images. In this case, transfer learning works very poorly. Normally, deep learning models get trained on optical images with low background noise; therefore, they are unstable in the presence of too much noise.

To address the first issue, we used a multi-scale deep learning architecture. That is a more robust approach, as shown in our experiments. To deal with the second issue, we trained the model on the largest available dataset in one year only. We showed that a transfer learning technique works quite well for other years.
5. REFERENCES


