Image translation between SAR and optical imagery
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Abstract—Climate change by anthropogenic warming leads to
the Arctic regions being vulnerable. Though deep learning has
been widely applied to remote sensing and climate science, most
applications are centered on the usage of optical satellite imagery
rather than radar sensors that can penetrate through clouds.
The performance of burned area detection depends on the SAR
sensor characteristics (e.g. relative orbit number), dominated
land cover (e.g. unburned or burned), and the environmental
conditions (e.g. soil moisture) during SAR data acquisition. As
the large-scale spatial-temporal variation of SAR images results
in the vague synthesis from SAR to optical, we present a novel
model based on CyclePix2Pix architecture with style matching
to improve the quality of image translation and avoid mode
collapse with one-to-many optical-SAR images in pairs. Unlike
the existing CycleGAN model, the CyclePix2Pix combines the
advantages of Pix2Pix and segregates the content features and
style features. The enhancement of style features in the ho-
mogeneous transformation between two generators prevents the
corruption of image semantic content (i.e. information of burned
disturbance). The relatively high SSIM (0.48) and PSNR (19.65
dB) on average demonstrates that the proposed CyclePix2Pix is a
promising alternative that facilitates disaster management related
to wildfire. After semantic segmentation, the Kappa and mloU
achieved 84.59% and 86.18%, respectively with style matching
involved.

Index Terms—Synthetic Aperture Radar, image translation,
generative adversarial network, burned areas

I. INTRODUCTION

Wildfires generate considerable research interest due to its
high frequency of occurrence around the globe recently, even
in Arctic Circle [1]. Northern peatlands cool the climate but
their disturbances caused by the fire would trigger losses of
vegetation and an increase of greenhouses gases [2]. Optical
satellite images usually failed in these northern regions to
observe peatland wildfire because of high cloud coverage (see
Fig. 9 in the Appendix). Therefore, Synthetic Aperture Radar
(SAR) images become an alternative solution with more SAR
satellites launched [3]. In contrast to optical imaging sensors
depending on the Sun’s illumination, radar (e.g. SAR) is an
active imaging system. Although there is no color associated

with raw radar imagery (unlike optical imagery illuminated by
various colors from the visible light.), it provides at least two
significant advantages: the ability to see through clouds, and
the ability to image at night.

Burned area mapping algorithms from radar images are
mostly based on temporal differences between pre- and post-
fire backscatter values. These bi-temporal change detection
approaches have several limitations in terms of spatio-temporal
variations. Due to a reduction in grass biomass and grass/soil
moisture, a systematic backscatter decrease from pre-fire to
post-fire conditions might be observed, e.g. in southern African
deciduous savannahs [4]. However, previous related studies
have mostly demonstrated that enhanced returns from burned
areas can be observed concerning unburned areas at C-band
in the case of Mediterranean ecosystems, due to the increased
soil moisture after rainfall [5]. On the other hand, temporal
decorrelation is of the utmost importance for areas detected as
burned immediately in Mediterranean ecosystems, which also
constrains the usage of bi-temporal SAR images [3]. There-
fore, to avoid the temporal variance between SAR images,
uni-temporal detection base on a single post-event SAR image
might be promising as burned area detection using a single
optical image in [6], if we could represent the characteristics
of SAR images with optical spectral information.

Comprehensive interpretation of the SAR image on wild-
land fire is still challenging because of the spatio-temporal
variations in terms of different temporal information (e.g.
various soil moisture and relative orbit numbers in differ-
ent acquisition dates) and spatial information (e.g. different
landscapes with/without burned area pixels), which hinders
the wide application of classical approaches used in optical
data. Deep learning has been developed rapidly to solve fire-
related tasks in image processing for either SAR or multi-
spectral satellite images. An implicit Radar Convolutional
Burn Index under a convolutional network-based classification
framework was proposed based on multitemporal Sentinel-1
SAR data for mapping the burnt areas [7]. A Lightweight U-



Net was implemented in [8] for active fire spots segmentation
based on B7, B6, and B2 bands of Landsat OLI image.
Recently, the performance of deep convolutional autoencoders
(U-Net and ResUnet) was compared using a bi-temporal image
pair of the Landsat scenes and recommended the sampling
window size of 256 by 256 pixels [9]. Generative Adversarial
Networks (GAN)-based optical synthesis from Sentinel-1 data
was employed to classify regions with the burned area in land
cover classes but it additional required multi-temporal data as
conditioning variables [10].

As a breakthrough development in deep learning, GAN
resolves the image-to-image translation tasks as typical proba-
bility generation models [| 1]. GANs explores the internal data
distribution via learning abundant data. Conditional Generative
Adversarial Networks (cGANSs) is proposed to control the data
generation process, which is applied to many image-to-image
GAN architectures such as Pix2Pix [12], Cycle-Consistent
Generative Adversarial Networks (CycleGAN) [13]. Regard-
ing the earth observation, GANs have been widely used to
translate the SAR images to optical images in [!4]-[17],
produce samples for SAR-to-optical matching [18], [19], im-
plement SAR image colorization [20] and SAR image classifi-
cation [21], [22]. Most SAR-to-optical translation methods are
based on an independent pair of images in the same regions
without considering the temporal connection within paired
images, and few studies focus on the GAN generation from
uncertain source SAR images with a temporal variation. In
reality, taking wildfire detection as an example, SAR images
might be acquired under various conditions such as different
climates, or land cover change before or after the event. It
leads to limited applications in climate science practically.

To overcome this limitation, in this work, GAN is conducted
to generate the pseudo optical images from the SAR images
over fire-disturbed areas. The main contributions of this study
include: (1) analyze the impacts of SAR characteristics and
environmental conditions on SAR to optical translation based
on one-to-many strategy; (2) propose CyclePix2Pix model to
translate between SAR and optical images with style matching
to fuse diversity (i.e. avoid a collapse into one mode).

II. DATASET

In this work, three fire-sensitive bands of Sentinel-2 MSI
Level 1-C are selected (i.e. B12, B11, and B8A) with a spatial
resolution of 20 meters. More details about Sentinel-2 data can
be found at [23]. On the other hand, Sentinel-1 SAR Ground
Range Detected (GRD) C-band data are also acquired from
ESA Copernicus [24]. The region of interest (ROI) is located
in the extreme north of Yakutia, Russia above the Arctic Circle
with a latitude of 67°23°05” North and longitude 154°05°07”
East, where a large wildfire near to Kolyma River ignited on
17th of June, 2020 and extinguished around 6th of July after
heavy rainfall. Calibrated Global Precipitation Measurement
(GPM) [25] provides next-generation observations of rain and
snow worldwide every three hours as Fig. 1 given.

We chose one cloud-free Sentinel-2 optical image (acquired
on 21st of July) as the target and 10 post-event Sentinel-1
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Fig. 1. Calibrated Precipitation (mm/hr) in ROI 2020 based on GPM v6

radar images between the 9th of July and 28th of August
are downloaded with Vertical-horizontal (VH) and Vertical-
vertical (VV) backscattering coefficient (i.e. 0y, and o9y)
in descending pass orbit. The third channel of is cross-
polarization ratio (Rcross = (T(\)/V /(T(\)/H). A false-color com-
posite scheme (R-G-B, B12-B11-B8A for optical image and
VH-VV-R,,,ss for SAR image, respectively) has been adopted
and shown in Fig. 2.

According to sensor metadata, precipitation dataset, as well
as a visual inspection, we characterize the SAR image spatio-
temporal properties, namely different temporal information
(e.g. various soil moisture and relative orbit numbers in dif-
ferent acquisition dates) and spatial information (e.g. patches
with burned area pixels and patches without/with few burned
areas pixels). Therefore, we divided test image patches into 4
sub-categories (see also Fig. 2). The detail of the acquisition
date of images belonging to each sub-category is summarised
in Table.I

highSM_DSC2

highSM_DSC148 lowSM_DSC2 lowSM_DSC148

Fig. 2. Taking one representative patch as an example, here is one-to-many
strategy (i.e. one cloud-free optical image is paired with 10 SAR images before
or after the acquisition date of optical one) to group the sub-categories. These
paired images with 3840x3840x3 are randomly cropped into 256x256%3
patches, respectively. The whole number of dataset patches is 2250. Properties
in abbreviation in test stage: highSM - high soil moisture; lowSM: low soil
moisture; DSC2/148 - Orbit 2/148 in descending pass.



TABLE I
SUB-CATEGORY DATASETS WITH SAR IMAGE DESCRIPTION

Sub-categories Date Image ID

07-11  SIB_IW_GRDH_1SDV_20200711T200916_20200711T200941_022428_02A915_0BB7
07-23  S1B_IW_GRDH_1SDV_20200723T200916_20200723T200941_022603_02AE65_E486
08-04  SIB_IW_GRDH_1SDV_20200804T200917_20200804T200942_022778_02B3B1_5890
08-28  SIB_IW_GRDH_1SDV_20200828T200919_20200828T200944_023128_02BEA1_9D1C
S1B_IW_GRDH_1SDV_20200721T202526_20200721T202551_022574_02AD88_9813

lowSM_DSC2

lowSM DSC148 07-21 SIB_IW_GRDH_1SDV_20200721T202551_20200721T202619_022574_02AD88_AAC6
OWSM_ 08-02 S1B_IW_GRDH_1SDV_20200802T202527_20200802T202552_022749_02B2D2_E591

S1B_IW_GRDH_1SDV_20200802T202552_20200802T202620_022749_02B2D2_E6DE

08-26 S1B_IW_GRDH_1SDV_20200826T202528_20200826T202553_023099_02BDC0_22A8

S1B_IW_GRDH_1SDV_20200826T202553_20200826T202621_023099_02BDCO0_D53F
highSM_DSC2 08-16 S1B_IW_GRDH_1SDV_20200816T200918_20200816T200943_022953_02B91F_C001
' 07-09 S1B_IW_GRDH_1SDV_20200709T202550_20200709T202618_022399_02A835_B923
highSM_DSC148 S1B_IW_GRDH_1SDV_20200709T202550_20200709T202618_022399_02A835_B923
08-14 S1B_IW_GRDH_1SDV_20200814T202527_20200814T202552_022924_02B83C_91EC
S1B_IW_GRDH_1SDV_20200814T202552_20200814T202621_022924_02B83C_A691

III. CYCLEPIX2PIX ARCHITECTURE Reconstructed OPT and the real OPT is employed as the cyclic
loss 2. The combination of cGAN loss 2 and cyclic loss 2 is
utilized to train the generator Go. The generators of GG; and
G are trained jointly, while the discriminators of D; and Dy
are trained separately. The style matching between generators
in two branches is to fuse the spatio-temporal variation of
multiple SAR images based on their Gram matrix of features
maps of selected layers to avoid the potential model collapse
into one specific condition.

Our image translation network is based on two state-of-
art image-to-image translation networks (i.e. Pix2Pix [12] and
CycleGAN [13]). As shown in Fig. 3, the major structure
of our architecture follows the cycle-consistent design of
the CycleGAN, to achieve the translation between SAR and
optical image (OPT). The Patch-GAN and the U-Net [26]
in the Pix2Pix are employed as discriminator and genera-
tor respectively (see Fig. 4). The input and output of the
two generators are the Real SAR/OPT and the Translated
OPT/SAR, respectively with a size of 256x256x3. The input
of the discriminator is the Real SAR/OPT and the Trans-
lated SAR/OPT, and the output of the discriminator is a
probability map with the shape of 32x32x1, respectively.
Both the generator and discriminator are assembled by a set
of units of convolution filter, deconvolution filter, activation
function, and concatenation. The arrows indicate the flow of
the data, and the symbol ‘+” denotes concatenation. ‘Leaky
ReLU (LReLU)’, ‘Tanh’, and ‘Sigmoid’ are three activation
functions. ‘Conv’ and ‘DeConv’ represent the convolution L distance
filter and deconvolution filter, respectively. ‘IN’ and ‘Dropout’ Real OPT
mean the operations of Instance Normalization and Dropout,
respectively. The alphanumeric characters combined by 'ngf’,
‘ndf’, ‘k’, ‘s’ are used to denote the number of generator
filters and discriminator filters, the kernel size, and the stride,
respectively.

The network consists of two branches highlighted in red and
blue, respectively (see also Fig. 3). In the red branch, the gen-
erator (G; aims to translate the Real SAR into the Translated
OPT, and the discriminator D; is trained to distinguish the
Real OPT and the Translated OPT. The Translated OPT will be
again converted into the Reconstructed SAR by the generator
(5. The distance between the Reconstructed SAR and the Real
SAR is employed as the cyclic loss 1. A conventional binary
classification loss is employed to train the discriminator D1,
while the combination of cGAN loss 1 and cyclic loss 1 is
applied to train the generator GG;. Conversely, the blue branch
is trained to translate the Real OPT into Translated SAR and
then generate Reconstructed OPT. The distance between the Fig. 3. Proposed CyclePix2Pix architecture.

IV. Loss FUNCTION WITH STYLE MATCHING

The training of the generators of (G; and Gy and the
discriminators of D1 and D2 are adversarial. The loss of the

Reconstructed SAR
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Fig. 4. Left: Generator (U-Net); right: Discriminator (Patch-GAN).
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Fig. 5. Proposed style matching (SM) loss. The blue dashed line linking
the G'1 denotes the forward style matching Lg¢y1e(G1), while the other blue
dotted line connecting the G'2 denotes backward style matching Lgy1e(G2)-

Enhanced style matching is represented as green connection which further
strengthens the cyclic translation with iterative operation.

generators can be defined as:

L(G1,G2) = Exepy, [log(D1 (G1()))]
+Eyeqdulu [log D2 (G2 (y)))] (1)

8- llle = G2 (W)l + lly = Gu ()l

+)\ : Ecyclic (le GZ) + ‘Cstyle (Gl)

where = and y represent the input paired SAR and OPT, and
DPdata and G4qiq are the underlying data distributions of z
and y. G1(x) and Gy(y) represent the Generated OPT and
Generated SAR, respectively. The first term denotes the parts
of cGAN loss of G, and the second one represents the parts
of cGAN loss of G5. (3 is a regularization weight that controls
the weight of the L1 distance loss. A is a regularization weight
that controls the weight of the cyclic loss, i.e. Leyciic (G1, G2)
is the cyclic consistent loss in the whole network:

Ecyclic (le GQ) = »Ccyclic (Gl) + »Ccyclic (G2)
= Exepun veaw 17 = G2 (G1(2))[1] (@)
+ EXEPdma ,¥Y €Qdata [||y - Gl (G2(y))Hl]

The style matching loss (see Fig.5) adapts from texture
synthesis with z and Translated x, replacing the source and
the synthesized output image in [27], [28]:

L

=3 S5 M (@) - MGl )

=1 |xl|

»Cstylc (Gl )

Here «; are user parameters that weight terms in the style
matching loss; |.| is the number of elements in a tensor,
and ||.||p is the Frobenius norm. Gram matrix M (x;) is
defined over any feature map of G; with x as input (i.e.
Real SAR), while M (G2(y);) determines the Gram matrix
of corresponding feature maps of Gy with Gy(y) as input
(i.e. Translated SAR). This results in feature maps for the
activations of the first L convolutional layers, which we denote
as x1 . . . xy with G2(y)1...G2(y)r. Then we minimize a
loss Lgyie(G1) over the layers during the two translation
processes based on GG;. Conversely, G2 also shows the inverse
process in terms of y and G;(x) to match the style of two-
generation process as (4). The style matching on G focuses
on the style from OPT to SAR, thus, it is recommended
to use style matching for G, if the study case centers on
translation from SAR to OPT. In our study, we focus on the
image translation from SAR to OPT rather than OPT to SAR,
thus the Lgy16(G2) is skipped here. Further, enhanced style
matching is proposed based on the iterative operation (see
also Fig. 5 in green dotted connection), even though it is not
involved in the translation process of generators. The enhanced
matching can be involved, depending on the focus of image
reconstruction (style or context) during generators training in
specific application.

L

£style(G2) - Z

=1 ‘yl|

Qs

SIM () — M(Gi ()% @

The losses of the discriminators Dy and Do are defined as

L (D1) = Eyegy, [log(D1(y))]
+Exepg [l0g(1 — D1 (G1(2)))] &)
+p2 - Lssim (¥, Gi(x))

L (D2) = Exepy,, [log(D2(z))]
+Ey€gun [10g(1 — D2 (G2(y)))] (6)
+B2 - Lssim (z, Ga2(y))

where the first two terms of £ (D) and £ (Ds) are from
discriminator parts of cGAN loss 1 and cGAN loss 2, respec-
tively. They are augmented by the structural similarity (SSIM)

loss [29]. ||.||; denotes L1 distance. (3 is the regularization
weight of Lgsmv between the paired P, and Ps:
2 b + q 20mn + Cs

Lssiv (P, P) =1—

pE, 4+ pi +Cr ok + ok +Cy @
where [y, bm 5 On > Om and o,,, denote the mean, standard,
deviation and covariance of image P; and P, and respectively.
The image pairs P; <> P, can be regarded as y < Gi(z)
or z <> Gao(y). Cy and C; are set as constants of 6.50 and
58.52. Using SSIM as loss function strengthens the connection



between the generated image and the target image. To this end,
the training objective is to solve:
1,Gs = arg énin min [£(G1,G2),L(D1),L(D2)] (8)

1,G2 D1,Dg2
V. EXPERIMENT SET-UP

Using the same evaluation datasets and metrics, we compare
our method against the baseline both qualitatively and quanti-
tatively. The tasks include qualitative evaluation of translated
images between SAR<>OPT, quantitative assessment on dif-
ferent sub-category test patches for SAR—OPT, and semantic
segmentation on translated OPT images in different set-up.
The followed evaluation metrics are applied to compare the
performance.

PSNR (Peak Signal to Noise Ratio) is a traditional image
quality assessment (IQA) index based on (9):

{ PSNR(P, Q) = 101og,, (%) o

MSE = gty Sty Y50, (PG ) = Qi 1))
where MSE is to evaluate the squared error between images
P and Q with height of H and width of W.
SSIM [29], as coefficient embodies the structural similarity
between the two images and reflects the visual effect of the

image. Similar with (7), the SSIM between two images P and
Q can be defined as:

2uppo + Ch 20pq + C

SSIM(P, Q) = :
.Q) 1p+pp+Cr op+0g+Co

(10)

“FCN-score” Although perceptual studies may be the gold
standard for assessing graphical realism, we also seek an
automatic quantitative measure that does not require human
experiments. To this end, we adopt the popular HRNet [30]
architecture for semantic segmentation on BA (burned area)
and uBA (unburned area) segments. We then score synthesized
OPT by the segmentation accuracy against the thresholded
dNBR ground truth [31]. This segmented map can then be
evaluated using standard semantic segmentation matrics.

Semantic segmentation metrics To evaluate the perfor-
mance of SAR—OPT, we use the standard metrics from
the Cityscapes benchmark [4], including overall accuracy,
Kappa, and mean class Intersection-Over-Union (Class I0OU).
In detail, the HRNet was trained based on the Sentinel-2 MSI
data acquired over two sites, where two large wildfire events
occurred in Elephant Hill, British Columbia, Canada in 2017
and Enskogen, Sweden in 2018, respectively.

VI. EXPERIMENT RESULTS AND DISCUSSION
A. Image translation between SAR and optical

With the enhancement of style matching, we train the
CyclePix2Pix model based on a one-to-many strategy with
200 patches ( including uBA and BA) remained to test the
model. In Fig.6, despite spatio-temporal variations within
these patches from different sub-categories, the CyclePix2Pix
model could reconstruct the optical image reliably with rich
contextual information such as the boundaries of lakes and
irregular fire scar. Each subgraph among (a), (b), (c), and

() . (d)

Fig. 6. Image translation results. (a) and (b) are samples without burned areas
while the others contain burned area pixels.

(d) presents the Real SAR, Translated OPT, Reconstructed
SAR in the first row, and Real OPT, Translated SAR, and
Reconstructed OPT in the second row from left to right. No
obvious variation is observed from three OPTs because of only
one target for generation, while the Real SAR differs from the
other two pseudo SAR because of multiple sources of SAR.
Style matching enhancement for SAR—OPT might result in
the average effects in style features, which blurs the details
like narrow branches in Fig.6 (b).

The average SSIM values between Real OPT and Translated
OPT are 0.4767 for all 200 testing patches, and PSNR values
are 19.65 dB, respectively. The performance evaluation for
each sub-categories are shown in Fig.7. After applying the
style matching, patches in each category can be translated
into an optical image with relatively high similarity. And the
categories with high soil moisture reach higher quantitative
performance than the low one. Interestingly, it was observed
that relative orbit 148 showed higher accuracy than orbit 2 in
terms of the high soil moisture but conversely in terms of the
low soil moisture condition.

B. Burned area segmentation

Fig. 8 demonstrated the burned area segmentation results
based on the optical images including the original optical
image and two translated images from original SAR using
CyclePix2Pix with or w/o SM. It can be observed that Cy-
clePix2Pix with style matching can improve the concentra-
tion of image translation with fewer commission errors. The
translated optical image based on CyclePix2Pix can keep style
features of burned areas which facilitate the potential burned
area mapping.

Table. II illustrated the FCN-score based on different mod-
els including CycleGAN, CyclePix2Pix w/o SM, and Cy-
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Fig. 7. Quantitative evaluation based on SSIM and PSNR on pairs of
translated optical image and real one under different sub-categories.

Original SAR
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Fig. 8. Semantic segmentation based on the HRNet.

clePix2Pix with SM. As expected, semantic segmentation
based on original optical images can reach the highest accu-
racy at the upper level due to the same source images. With the
style matching process, mloU of CyclePix2Pix increases by
0.54% than CyclePix2Pix w/o SM, reaching 86.18%. Despite
the minor quantitative improvement, the visual inspection
from the translated images in Fig. 8 can prove the better
reconstruction performance of CyclePix2Pix with SM. On
the other hand, CycleGAN as the lower baseline shows no
potential to reconstruct the optical images in terms of fire
disturbance changes.

TABLE 11
PERFORMANCE (%) OF FCN-SCORE USING DIFFERENT MODELS.
BA-BURNED AREA CLASS; UBA-UNBURNED AREA CLASS

Kappa OA mloU (I];)}\J) (LII%I/'L)

Original 9559 9830 9570 93.67 97.73
CycleGAN 1331  87.59 4821 8.98 87.44
CyclePix2Pix w/o SM 8393  96.14 8564 75.67 95.62
CyclePix2Pix with SM 84.59  96.32 86.18 76.54  95.82

VII. CONCLUSION AND FUTURE WORK

SAR becomes an alternative approach to monitor the fire-
disturbed regions under dense clouds. As SAR images are
different from the natural optical ones, large-scale spatial-
temporal variation results in the vague synthesis in image
translation from SAR to optical under complex applicable
conditions. This work aims to fill the gap between SAR and
optical using GAN-based methods. It helps us monitor the
fire disturbance or progression using generated optical images
under the cloud to avoid the potential damage we can not
see. We recognize that these results are preliminary due to
the limited training dataset in terms of study areas, but they
indicate the potential success of GAN-based methods in fire-
related analysis.

We propose a CyclePix2Pix architecture with style matching
to reduce the impacts of various source images due to sensor
characteristics, soil moisture, local vegetation. High soil mois-
ture results in better translation quality than low soil moisture
in SSIM and PSNR. Based on style matching, spatio-temporal
variation causing these unstable generations can be minimized
with acceptable performance despite the potential blurring
effects existing. Accounting for the semantic segmentation
in burned areas from translated optical images, the proposed
approach can map most burned areas with relatively low
commission and omission errors, which contributes to disaster
management in future applications.
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Fig. 9. Sentinel-2 optical images acquired during fire events (false-color with
B12-B11-B8A in RGB composite).
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